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ABSTRACT

There are various TV programs such as travel and educational programs. While watching TV programs, 
viewers often search related information about the programs through the Web. Nevertheless, as TV 
programs keep playing, viewers possibly miss some important scenes when searching the Web. As 
a result, their enjoyment would be spoiled. Another problem is that there are various topics in each 
scene of a video, and viewers usually have different levels of knowledge. Thus, it is important to 
detect topics in videos and supplement videos with related information automatically. In this paper, 
the authors propose a novel automatic video reinforcing system with two functions: (1) a media 
synchronization mechanism, which presents supplementary information synchronized with videos, 
in order to enable viewers to effectively understand the geographic data in videos; (2) a video 
reconstruction mechanism, which generates new video contents based on viewers’ interests and 
knowledge by adding and removing scenes, in order to enable viewers to enjoy the generated videos 
without additional search.

KEywoRDS
Geographical Metadata, Geographical Relationships, Media Synchronization Mechanism, Popularity Rating, 
Scene Detection, Topic Extraction, Topical Metadata, Video Reconstruction Mechanism

1



International Journal of Multimedia Data Engineering and Management
Volume 7 • Issue 1 • January-March 2016

2

INTRoDUCTIoN

In recent years, there has been a rapid growth in TV channels all over the world, such as CBS 
(Columbia Broadcasting System) in the United States and NHK (Nippon Hoso Kyokai) in Japan. 
There are usually many kinds of TV programs (e.g., TV shows, news, and sports events), and the 
videos in TV programs are often associated with closed captions. While watching TV programs, 
viewers are probably interested in some contents in the videos and search related information through 
the Web. For example, viewers may search locations of tourist spots appeared on a travel channel, 
check the information of a player in a live sports program, or access an online store in a fashion 
program (Fleites, Wang, & Chen, 2015a, 2015b) using smartphones or tablets. However, since TV 
programs keep playing and cannot be paused, when searching the Web viewers possibly miss some 
important scenes and their enjoyment would be spoiled. Another problem stems from the various 
topics of each scene in a video and the different levels of knowledge of viewers. For example, some 
tourists may want a summary of delicious foods in Switzerland, while others may be more interested 
in the historical information about Switzerland. In other words, there can be different demands when 
viewers watch the same TV program about world heritage sites in Switzerland. On the other hand, 
they have to refer to other TV programs or resources for the wanted information such as Swiss foods 
or the history of Switzerland. In other words, it is difficult to meet multiple demands of viewers within 
only one video. Therefore, it is necessary to extract various topics from the video, which serve as 
viewers’ interests, and supplement the video automatically with related information (e.g., geographic 
contents, web contents) in each scene.

In this work, the goal is to develop a novel automatic video reinforcing system by analyzing 
semantic metadata (geographical metadata and topical metadata) from closed captions of videos in TV 
programs. The proposed system includes two functions: (1) a media synchronization mechanism and (2) 
a video reconstruction mechanism described as follows. This work is extended from the existing work 
(Wang, Kawai, Sumiya, & Ishikawa, 2015) which includes only the video reconstruction mechanism. 
The authors develop the media synchronization mechanism based on the concept of second screen 
service (Nandakumar & Murray, 2014; Geerts, Leenheer, Grooff, Negenman, & Heijstraten, 2014):

1.  A media synchronization mechanism: This mechanism presents additional geographic contents 
(e.g., map, Street View) synchronized with videos on large size screens or smaller sub-screens 
(smartphones) based on geographical relationships between every two location names appeared 
in each scene. To achieve it, the system extracts geographical metadata of each video, including 
a) temporal sequences of location names appeared in closed captions of the video; b) geographical 
relationships between the locations in each scene based on their geographical regions (see Figure 
1). Then, the authors obtain semantic structure such as the intentions of the video. Finally, the 
authors determine how to present geographic contents seamlessly during the video;

2.  A video reconstruction mechanism: This mechanism integrates other related web contents (e.g., 
YouTube video clips, images) into a video and generates new video contents based on viewers’ 
interests and knowledge. Also, it removes unnecessary original scenes based on popularity rating 
of each original scene on related topics. To achieve it, the system extracts topical metadata of 
a video, including a) temporal sequences of topics appeared in closed captions of the video; b) 
popularity rating of each scene based on the number of search hits on related topics. Then, the 
authors determine other necessary contents and unnecessary original scenes. Finally, the authors 
determine how to generate four kinds of new video contents with level of detail (LOD) controlled 
under time pressure.

The proposed novel system enables viewers to obtain geographical information (e.g., tourist spots, 
routes) easily and effectively during a video by the media synchronization mechanism, and enjoy the 
video with modified video contents by the video reconstruction mechanism without additional search.
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The remainder of this paper is structured as follows. Firstly, the authors provide an overview of 
the proposed system and review related work. Secondly, the authors explain the research model by 
analyzing semantic metadata of videos. Thirdly, the authors describe the functions of the geographical 
content synchronization and the video reconstruction, respectively. After these sections, the authors 
discuss experimental results of the prototype system. Finally, the authors conclude this paper and 
present future works.

SySTEM oVERVIEw AND RELATED woRK

In this section, the authors describe the proposed automatic video reinforcing system, including a 
media synchronization mechanism and a video reconstruction mechanism. In addition, the authors 
briefly review related work on utilizing geographical information for TV programs and generating 
video contents.

Automatic Video Reinforcing System
Media Synchronization Mechanism
Most travel and history programs contain dense geographic data, such as tourist spots or historical 
places. However, viewers may find it difficult to grasp the surroundings of these spots or places, 
understand how the locations are related, and know distances between them, when hearing them 
instantaneously in the videos. The proposed system synchronizes geographic contents with TV 
programs on the basis of the derived semantic structure of videos, which aids viewers to better grasp 
the geographical information (e.g., tourist spots, regions, routes) presented. In a large size screen, a 
television map interface is implemented using JavaScript by four parts: a video player window (left 
top), a list of location names (left bottom), a map window (center bottom), and a Street View (photo) 
window (right) (see Figure 2). When playing a video in the video player window, geographical 
metadata is automatically extracted from closed captions by using Scala. Thus, the user interface 
can show the video synchronized with a map using Google Maps API (Google Maps, 2016) in a 
map window, and Street View using Google Street View Image API (Google Street View Imagery, 
2016) or online photos using Panoramio API (Panoramio, 2016) in the Street View (photo) window. 

Figure 1. Geographical metadata of a video in a TV program
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In addition, a map or a Street View (photo) can be interactively presented on second screen devices 
such as tablets and smartphones.

With the media synchronization mechanism, when two location names appear in closed captions 
of one scene in a video, a route between these two locations can be shown to viewers with the video 
by using Street View. In addition, in order to grasp the surroundings and positions of the locations 
and distances between them, the interface presents not only Street View, but also Google Maps or 
online photos. Therefore, the media synchronization mechanism can enable viewers to effectively 
grasp the geographical information of the locations, which appear but are not described in the original 
videos, especially in travel programs.

Video Reconstruction Mechanism
In addition to locations, there are various topics appeared in many TV programs, such as sports and 
educational programs. Viewers usually have different topic interests and different levels of knowledge. 
The system generates four kinds of video contents from a video based on popularity rating of each 
original scene with level of detail (LOD) controlled under time pressure. This will help different 
viewers to enjoy video contents that suit their interests and knowledge levels. The generated video 
contents from a video are shown in Figure 3 and they are described as follows:

P1: A detailed video about particular topics for experts.
P2: A detailed video about general topics for ordinary viewers (non-experts).
P3: A digest video about particular topics for experts.
P4: A digest video about general topics for ordinary viewers (non-experts).

They are classified into four quadrants by two axes X and Y, where X axis denotes videos for 
experts who have knowledge about particular topics and ordinary viewers who have no special 
knowledge (non-experts) by measuring popularity rating of scenes, and Y axis denotes detailed 
videos and digest videos by controlling LOD under time pressure. In order to generate P1 and P3 for 
experts, the mechanism adds other related contents after original scenes that are with low popularity 
ratings, and removes original scenes that are with high popularity ratings. On the contrary, in order to 
generate P2 and P4 for non-experts, the mechanism adds other related contents after original scenes 

Figure 2. A television map interface of the media synchronization mechanism
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that are with high popularity ratings, and removes original scenes that are with low popularity ratings. 
In addition, the viewing time of detailed videos (P1, P2) may be longer than that of the original 
video, and the viewing time of digest videos (P3, P4) may be shorter than that of the original video. 
Moreover, additional contents such as online videos are acquired from YouTube. And images are 
obtained from Google Images and maps are acquired from Google Maps based on relevance ranking 
and viewing time of generated video contents.

Related work
Utilization of Geographical Information
Many studies have focused on the extraction and utilization of geographical information from various 
contents. Takahashi et al. (2010) proposed a ranking method applied to earth science data. They 
extracted temporal information and geographical information from articles based on the link structure 
of Wikipedia. Kitayama et al. (2010) proposed a method to enhance a digital map interface by reflecting 
the users’ intentions with automatically customized visible objects on maps. They determined the 
types of the objects based on user’s operations and relations of the object’s appearing patterns between 
location names. In this work, although the proposed media synchronization mechanism is similar to 
these works, the system extracts and utilizes geographical information of TV programs, and presents 
supplemental geographic contents for understanding the TV programs.

On the other hand, some studies have tried to provide location-aware interface by exploring the 
geographical information to help users in terms of localization. Viana et al. (2011) proposed a method 
using context awareness and semantic technologies in order to improve and facilitate the organization, 
annotation, retrieval and sharing of personal mobile multimedia documents. This method integrates 
metadata extracted from the user context (e.g., locations, geographical relationships). Chi et al. 
(2009) proposed a model as a guideline to develop mobile applications for tourism. They are similar 
to this work in the way that the authors propose a television map interface for location awareness by 
extracting geographical metadata, i.e., location names and geographical relationships.

As in related works about the generation of various geographical contents according to the 
purposes of users, Banjou et al. (1997) proposed a method for generating rough maps according to 
the purposes by interactive trial and error with user requirements. Haklay & Weber (2008) proposed 
a method for providing user-generated street maps in a knowledge collective project that follow the 
peer production model created from Wikipedia. Evers et al. (2007) described an experiment that aims 
at determining the most effective and natural orientation of a virtual guide to give route directions 

Figure 3. Four kinds of video contents based on popularity rating and LOD controlling
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in a 3D virtual environment. Kobayashi et al. (2011) proposed a system for transforming a modified 
map into a streaming video based on intentions of a map’s maker. In this work, the authors propose 
an interface for presenting geographic contents synchronized with TV programs, which utilizes 
geographical information in videos by considering the semantic structure of the videos.

Generation of Video Contents
Over the past few decades, a considerable number of studies have been conducted on the generation 
of video summaries. Chakraborty et al. (2015) developed adaptive summarization techniques, which 
adapt to the complexity of a video and generate a summary accordingly. Liu et al. (2009) proposed 
a sports video summarization system based on a supervised audio classification that generates the 
summary video composed of only rally shots. Kawamura et al. (2014) summarize sports video 
automatically using audio and visual information. On the other hand, many media players allow users 
to change the playback speed. A technology for controlling the speed of playback depending on the 
context that enables users to watch videos at very high speed, and attaching subtitles that provide 
useful supplemental information for understanding video contents has also been proposed (Kurihara, 
2012). Foulke et al. (1969) reported the SOLAFS algorithm for changing the speed of speech without 
pitch shifting. They concluded that it was effective for rapid understanding of content. Fabro et al. 
(2010) developed a tool for fast non-sequential hierarchical video browsing, and proposed parallel 
style views for a content. In this work, while the proposed video reconstruction mechanism is similar 
to these works, the authors aim to generate video contents such as short digest videos or full-length 
detailed videos with LOD controlling by adding other related contents based on users’ interests and 
removing unwanted original scenes.

For reconstructing and generating video contents, it is necessary to detect scenes from videos. 
Video decomposition techniques aim at partitioning a video into sequences, like shots or scenes, 
according to semantic or structural criteria. Several research efforts have focused on segmenting 
scenes by clustering of videos and graph analysis of temporal structures extracted from videos 
(Yeung, Yeo, & Liu, 1998; Song, Ogawa, & Haseyama, 2014). Baraldi et al. (2015) proposed a 
method for dividing videos into coherent scenes based on a combination of local image descriptors 
and temporal clustering techniques. Liu et al. (2013) proposed a visual based probabilistic framework 
that detects scenes by learning a scene model. To solve a problem of efficient description of the 
video scene sequence, several techniques have been developed for scene classification in field sports 
videos by using color features and frequency space decompositions (Rasheed & Shah, 2005; Kapela, 
McGuinness, & O’Connor, 2014). These studies focused on temporal clustering of video contents 
or visual analysis of color features in order to divide videos into scenes. In this work, the authors 
aim to automatically generate new video contents from a video for satisfying viewers’ interests and 
knowledge at any time of the video. Therefore, the video reconstruction mechanism extracts topics 
of a video related to users’ interests and knowledge by using closed captions of the video, and detects 
scenes corresponding to the extracted topics.

SEMANTIC METADATA ANALySIS FoR TV PRoGRAMS

In this section, the authors provide the details of the proposed research model to analyze semantic 
metadata, i.e., geographical metadata and topical metadata of videos. The authors first extract a 
bag of words, i.e., location names or topics, from closed captions of a video by analyzing MPEG-2 
Transport Stream files (with the HbbTV standard) of the video.

Geographical Metadata Extraction
The geographical metadata can be extracted by detecting location names and their scenes, and 
extracting geographical relationships between the locations in each scene.
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Detecting Location Names and Scenes
The system extracts location names using a morphological analyzer and the temporal sequence, which 
is the order of appearance of the location names in a video. In the media synchronization mechanism, 
the authors need to detect scenes according to the geographic data and the time width of each scene. 
For this purpose, the system converts all location names into latitude and longitude coordinates, 
and obtains the latitude and longitude coordinates (X, Y) of a center point c of all locations by the 
following formula:
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Here, the authors assume that there are n location names appeared in closed captions of the video. 
xj denotes the latitude coordinate and yj denotes the longitude coordinate of the location j.

Therefore, the authors determine one scene of the video by considering both geographical distance 
and temporal distance between every two locations in their appearance order. In addition, each location 
has its own region, such as regions of prefectures, municipalities, and countries. Suppose that the 
region of each location is represented as a circle. The authors need to measure the geographical 
distance between two locations by considering inclusion relationships between their regions and the 
radius of each region. The determination of one scene is described as follows:
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Function r returns the radius of the region of a location. r(j) denotes the radius of the location 
j. Function distG(j, j+1) returns the geographical distance between the center coordinates of two 
locations j and j+1 in their appearance order. distG(j, j+1)-r(j)-r(j+1) denotes the geographical 
distance between adjacent boundaries of the regions of j and j+1. The threshold value α in Equation 
(3) is the average geographical distance between the center point c of all locations in Equation (1) 
and the adjacent boundary of the region of each location. Function distT(j, j+1) returns a time width, 
which is the temporal distance between j and j+1 in their appearance order. The threshold value β in 
Equation (4) is the average temporal distance between every two locations. If two locations satisfy 
the above conditions, one scene is determined by these two locations.

Extracting Geographical Relationships
Since each location has its own region, such as the regions of prefectures, municipalities, and countries, 
the system extracts geographical relationships, specifically regional relationships, between every two 
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locations along the timeline in each scene of a video. In this work, the authors utilize 9-intersection 
(Kurata, 2010) to extract regional relationships between two locations (see Figure 4).

As shown in Table 1, the authors extract six patterns of geographical relationships between two 
locations. The authors unify cover into contain, and unify coveredBy into inside. Equal means that 
the same location name appears one time or repetitively. For example, Kyushu appears continuously 
in a video. Disjoint means the regions of two locations are separated, such as Fukuoka Prefecture 
and Kagoshima Prefecture in Japan. Meet means the regions of two locations have an overlapping 
boundary, e.g., Fukuoka and Saga Prefectures in Japan. Overlap means the regions of two locations 
are overlapping, e.g., Hitoyoshi City and Kuma River in Japan. Contain means the region of one 
location includes the region of another location in the video such as Fukuoka Prefecture and Hakata 
Station in Japan. Inside means the region of one location is included in the region of another location 
in the video, e.g., Hakata Station and Fukuoka Prefecture in Japan.

Topical Metadata Extraction
Detecting Topics and Scenes
The system also extracts topics using a morphological analyzer and the temporal sequence, which 
is the order of appearance of the topics of a video. If the tf-idf value of one word in each section of 
closed captions exceeds the average tf-idf value of all words, this word will be extracted as a topic. 
In this way, all topics K of the video can be extracted. In the video reconstruction mechanism, the 
authors consider that one scene is the collection of topics. The authors then divide scenes if the total 
tf-idf value of extracted topics along the timeline of the video, exceeds a threshold value γ. In this 
way, the topics Kj of each detected scene j can be acquired. γ is defined as the average tf-idf value of 
all words in each section of closed captions.

Figure 4. Regional relationships based on 9-intersection

Table 1. 9-intersection and extracted geographical relationships

9-Intersection Extracted Geographical Relationships

equal equal

disjoint disjoint

meet meet

overlap overlap

cover contain

contain

coveredBy inside

inside
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Figure 5 shows an example of scene detection when γ is set to 0.8. The columns of the table 
denote extracted topics and their tf-idf values are in descending order from the left to the right. The 
rows denote sections of closed captions in the ascending order of time sequence from the top to the 
bottom. In this example, scenes are detected as two frames since their total tf-idf values of extracted 
topics along the timeline of the video are higher than 0.8.

Measuring Popularity Rating of Scenes
In order to measure popularity rating of scenes in a video, the authors first use the topics Kj of each 
scene j as a query to acquire the number of search hits of each scene |Search(Kj)| from online video 
sharing sites such as YouTube. Next, the authors calculate a threshold value δ to measure the popularity 
rating of each scene as follows:

   
  

| ( ) | ,
| ( ) | ,
Search K high popularity rating
Search K low

j

j

≥
<

δ
δ ppopularity rating {  (5)

δ =
| ( ) |Search K

N
 (6)

Here, |Search(K)| returns the total number of search hits by using all topics K of the video. N 
denotes the total number of detected scenes in the video.

MEDIA SyNCHRoNIZATIoN wITH TV PRoGRAMS

Extracting Semantic Structure
In order to present geographical contents with TV programs, the authors extract semantic structure, 
which is the intentions of scenes in a video, based on geographical metadata of the video shown 
in Table 2. This table shows the intentions determined by temporal sequences and geographical 
relationships between two given locations, A and B, appeared in the video.

The semantic structure is extracted as description of a single spot when the relationship that A 
equals A appears in one scene. The authors assume that the intention of this scene is to describe A. The 
semantic structure is extracted as description of spots when the relationship that A contains B appears 
in one scene. The authors assume that the intention of this scene is to describe both A and B, and A 
includes B. The semantic structure is extracted as comparison of spots when the relationship that A 

Figure 5. An example of scene detection based on topics of a video
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and B are disjoint appears in one scene and each location has its own wide region in the same level 
(e.g., prefectures), or the relationship that A meets B appears in one scene. The authors assume that 
the intention of this scene is to compare A and B. The semantic structure is extracted as description 
of a route when the relationship that A and B are disjoint appears in one scene and each location has 
its own narrow region in the same level (e.g., municipalities). The authors assume that the intention 
of this scene is to describe a route from A to B. The semantic structure is extracted as description of 
regions when the relationship that A overlaps B or A is inside B appears in one scene. The authors 
assume that the intention of this scene is to describe the overlapping area of A and B.

Presenting Geographical Contents Synchronized with TV Programs
When the intention of a video is to describe spots, the media synchronization mechanism presents maps 
of given locations and related photos seamlessly in order to help viewers easily grasp geographical 
positions and appearances of these locations. When the intention of a video is to compare spots, the 
media synchronization mechanism presents a map including all given locations and their photos 
seamlessly in order to help viewers better understand positional relationships and their appearances. 
When the intention of a video is to describe routes, the media synchronization mechanism presents 
a map and Street View of the route between given locations seamlessly in order to help viewers 
easily know the route and the distance between them. When the intention of a video is to describe 
regions, the media synchronization mechanism presents the map of given locations and the photos 
of the overlapping region of the given locations seamlessly in order to help viewers easily grasp the 
locations and the atmosphere of their common region.

For example, suppose that three location names, Kyushu (2:59), Fukuoka (3:11), Oita (3:17), will 
appear in a video (see Figure 6). When the first two location names are detected in one scene, the media 
synchronization mechanism determines their intention and presents corresponding geographic contents 
synchronized with the video. Specifically, the system extracts the two geographical relationships: 
Kyushu contains Fukuoka, Fukuoka and Oita are disjoint. In Figure 6, when the video shows Kyushu 
first and then Fukuoka in the same scene at the first time in a video player window, a map window 
presents the region of Kyushu first and then zooms in to the region of Fukuoka. Meanwhile, a Street 
View window presents photos of Kyushu as shown in i. Then, when the video shows Fukuoka, the Street 
View window presents photos of Fukuoka as shown in ii. When the video shows Oita after Fukuoka 
in the same scene, the map window presents both regions of Fukuoka and Oita, and highlights a route 
between them. At the same time, the Street View starts at Fukuoka and proceeds along the route to 
Oita as shown in iii. In this manner, the media synchronization mechanism enables viewers to easily 
and effectively grasp the geographical information of locations appeared in closed captions of videos.

Table 2. Semantic structure based on geographical metadata

Intentions Temporal Sequences Geographical Relationships

Description of a single spot Location A → Location A equal

Description of spots

Location A → Location B

contain

Comparison of spots
disjoint (in wide regions)

meet

Description of a route disjoint (in narrow regions)

Description of regions
overlap

inside
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VIDEo RECoNSTRUCTIoN FRoM TV PRoGRAMS

Determining Additional and Removal Contents
In order to generate new video contents from a TV program, the authors determine which original 
scenes should be added with other related contents, and which original scenes should be removed. In 
this work, for experts the authors add other related contents after original scenes with low popularity 
ratings and remove original scenes with high popularity ratings to generate a detailed video or a 
digest video (P1, P3). On the contrary, for non-experts the authors add other related contents after 
original scenes with high popularity ratings and remove original scenes with low popularity ratings 
to generate a detailed video or a digest video (P2, P4). In other words, new video contents can be 
generated based on the popularity rating of each original scene with the following conditions:

• P1 and P3 (for experts):
 ◦ If a scene is with a low popularity rating then add other related contents;
 ◦ Else if the scene is with a high popularity rating then remove this scene.

• P2 and P4 (for non-experts):
 ◦ If a scene is with a high popularity rating then add other related contents;
 ◦ Else if the scene is with a low popularity rating then remove this scene.

Here, original scenes keep as they are in the video if they do not satisfy the above conditions.
Furthermore, the system selects additional contents based on popularity ratings of original scenes 

as follows. If the additional contents are YouTube videos, the system muffles their voice so that the 
generated video contents can be integrated into the original video in a smooth way:

Figure 6. An example of presenting geographic contents synchronized with a video
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• P1 and P3 (for experts): YouTube videos, Google Images, or detailed maps from Google Maps 
based on relevance ranking by searching topics of original scenes with low popularity ratings;

• P2 and P4 (for non-experts): YouTube videos, Google Images, or extensive maps from Google 
Maps based on relevance ranking by searching topics of original scenes with high popularity 
ratings.

Calculating Viewing Time of Additional Contents
In order to calculate the viewing time tj of additional contents and control LOD of generated video 
contents, the system calculates the ratio of the popularity rating of each original scene |Search(Kj)| to 
the total number of original scenes with low or high popularity ratings denoted as Nl or Nh:

• P1 and P3: |Search(Kj)| < δ:

t
Search K

N
T

j

j

l

=
( )

×  (7)

Here, Nl denotes the total number of original scenes whose popularity ratings are lower than δ 
defined in Equation (6). T is the total viewing time of additional contents:

• P2 and P4: |Search(Kj)| ≥ δ:

t
Search K

N
T

j

j

h

=
( )

×  (8)

Here, Nh denotes the total number of original scenes whose popularity ratings are higher exceed 
δ defined in Equation (6).

In addition, the system determines the types of additional contents according to their viewing 
time by using a threshold value θ based on time pressure. θ is set to the shortest time of sections of 
closed captions in an original video:

• If tj ≥ θ then add YouTube videos or Google Maps (if topics are location names);
• If tj < θ then add Google Images or Google Maps (if topics are location names).

An example is shown in Figure 7. This figure depicts an overview of generating digest videos for 
non-expert viewers (P4) by the video reconstruction mechanism. Scenes with high or low popularity 
ratings are detected by extracting topics from closed captions of a video. Double line frames denote 
original scenes with high popularity ratings. Dashed line frames denote additional contents related 
to topics of original scenes with high popularity ratings. Single line frames denote original scenes 
with low popularity ratings, which will be removed from the original video. On the other hand, the 
leftmost scene will not be modified. In this manner, if scenes of a video are with low popularity 
ratings and viewers want to gain more information about their interested topics, they can watch a 
full-length detailed video for experts (P1); if scenes of a video are with high popularity ratings and 
viewers want to grasp a summary of their interested topics, they can watch a digest video for non-
expert viewers (P4).
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USER STUDy AND DISCUSSIoN

Evaluating Presentation of Geographical Contents with TV Programs
The purpose of this user study is to evaluate the effectiveness of presenting geographic contents. 
The authors evaluate three patterns of geographic contents presentation using the proposed media 
synchronization mechanism, including geographical relationships between locations, routes between 
locations, and geographical positions of single locations. The video used for evaluation is from a travel 
program (Kyushu, 2013) introducing Kyushu in Japan with a total viewing time of 23 minutes. The 
example in Figure 6 is a part of this video. Location names appeared in the video include Kyushu 
(2:59), Fukuoka (3:11), Oita (3:17), and Jion Falls (3:34).

The study is completed by five college students, who have never been to Kyushu. They evaluate 
the effectiveness of presenting geographic contents based on a five-level Likert scale (1: very 
ineffective ~ 3: neither effective nor ineffective ~ 5: very effective). The results and findings are 
summarized as follows:

• The first pattern is the description of spots on geographical relationships between them. When 
the video shows Kyushu first and then Fukuoka in a 12 seconds scene, the system presents a 
map of the region of Kyushu first and then zooms in the map to the region of Fukuoka. The 
average result of this pattern is 4.8. This demonstrates that it can greatly help subjects understand 
geographical positions of Kyushu and Fukuoka, and their geographical relationship;

• The second pattern is the description of a route between two locations. When the video shows 
Fukuoka first and then Oita in a 6 seconds scene, the system presents a map of both Fukuoka 
and Oita, and shows a route between them. The average result of this pattern is 4.4, which means 
that it is good to help subjects grasp geographical positions of Fukuoka and Oita, and the route 
between them;

• The third pattern is the description of a single spot, i.e., a location. When the video shows Jion 
Falls continuously in a 17 seconds scene, the system zooms in the map of Fukuoka and Oita in 
the previous scene to the region of Jion Falls. The average result of this pattern is 4.0. This shows 
that it can help subjects understand the geographical position of Jion Falls. In this pattern, the 
system also presents online photos of Jion Falls. The average result is 3.2, which means that it 
is a little hard to rouse the subjects’ interests by presenting online photos.

Figure 7. An example of generating P4 from a video
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As discussed above, the presented online photos are not very effective. The authors consider 
improving it by using a 3D model to describe the locations by adopting Google Earth.

Evaluating Generation of Video Contents from TV Programs
The purpose of this evaluation with two experiments is to verify whether the proposed video 
reconstruction mechanism is useful for helping viewers to enjoy videos in TV programs.

Experimental Dataset
The authors used three videos from NHK World Heritage 100 (World Heritage, 2014) and generated 
four types of videos P1 ~ P4, respectively:

• Original video (V1): Swiss Alps Jungfrau-Aletsch, Switzerland (viewing time: 5’31”);
• Original video (V2): Wachau Cultural Landscape, Austria (viewing time: 5’30”);
• Original video (V3): Yellowstone National Park, United States (viewing time: 5’30”).

Table 3 shows the generated video contents in Experiment I by using only videos as additional 
contents. Table 4 shows the generated video contents in Experiment II by using videos, images or 
maps as additional contents. Here, ‘+’ denotes ‘added’ and ‘-’ denotes ‘removed’. Furthermore, the 
authors determine the types of additional contents according to their viewing time using a threshold 
value of θ = 10. The number of scenes detected by the system is 9 for V1, 11 for V2, and 13 for V3, 
by using a threshold value of γ = 0.8. The average viewing time of detected scenes is approximately 
30 seconds. In addition, the average viewing time of detailed videos (P1, P2) is 8’22”, and that of 
digest videos (P3, P4) is 2’32” in the two experiments.

Ten college students participated in the experiments. They completed the following 6 items 
(Content Understanding: Q1, Editing Effects: Q2 ~ Q4, Interest-Arousing: Q5, Q6) in a 

Table 3. Experiment I: Generated four kinds of video contents P1 ~ P4

Time + Scenes (#) - Scenes (#)

V1 5’31” --- ---

P1 8’21” 5’05” (3) 2’24” (4)

P2 7’01” 4’45” (2) 3’28” (4)

P3 3’30” 1’07” (3) 3’10” (6)

P4 2’16” 1’00” (2) 4’18” (6)

V2 5’30” --- ---

P1 7’26” 5’17” (5) 3’25” (6)

P2 6’42” 4’51” (3) 3’24” (6)

P3 2’36” 1’40” (3) 4’36” (8)

P4 2’21” 1’00” (1) 4’18” (8)

V3 5’30” --- ---

P1 10’43” 8’27” (6) 3’14” (7)

P2 9’53” 8’11” (3) 3’49” (7)

P3 2’39” 1’34” (3) 4’27” (10)

P4 2’25” 0’47” (3) 4’47” (10)
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questionnaire after they watched the four types of videos P1 ~ P4 generated from V1, V2, and V3 in 
experiments I and II, respectively:

Q1: Could understand the video contents.
Q2: No sense of incongruity in switching scenes.
Q3: Unrelated scenes do not exist.
Q4: Felt long about the video content of P1 or P2. Felt short about the video content of P3 or P4.
Q5: Write down the topics that you are interested in and their interesting levels.
Q6: Write down the topics that are not related to video contents.

Experiment I: Generation of Video Contents by Adding Videos
Figure 8 illustrates the average rating of Q1 ~ Q4 in Experiment I based on a five-level Likert scale. 
High user ratings indicate good results. The results and findings are shown as follows:

• Q1 for detailed videos (P1, P2) gain high ratings, while Q1 for digest videos (P3, P4) are rated 
low because several important scenes are removed;

• Q2 for P1 ~ P4 are rated low. Although the original videos contain narration, the added video 
contents do not contain narration. This caused subjects to feel a sense of incongruity in switching 
scenes. In particular, the generated video contents for experts (P1, P3) are rated low;

• Q3 for digest videos for non-expert viewers (P4) reach high ratings. However, detailed videos 
(P1, P2) are rated low, since unrelated scenes are added;

• In Q4 for detailed videos (P1, P2), many subjects felt long. Q4 for digest videos for non-expert 
viewers (P4) obtain the highest ratings because most of subjects felt short;

• In Q5 for the interested topics written by subjects, 82% of these topics are detected by the 
proposed video reconstruction mechanism. Moreover, there are several topics that subjects are 
not interested in when they watch the original videos, but become interested in after watching the 

Table 4. Experiment II: Generated four kinds of video contents P1 ~ P4

Time + Scenes (#) + Images (#) + Maps (#) - Scenes (#)

V1 5’31” --- --- --- ---

P1 8’21” 5’05” (3) 0’04” (2) --- 2’24” (4)

P2 7’01” 4’45” (2) --- --- 3’28” (4)

P3 3’38” 1’07” (3) 0’08” (2) --- 3’10” (6)

P4 2’24” 1’00” (2) 0’08” (2) --- 4’18” (6)

V2 5’30” --- --- --- ---

P1 7’41” 5’17” (5) 0’16” (4) --- 3’25” (6)

P2 5’37” 4’51” (3) 0’08” (2) --- 3’24” (6)

P3 2’19” 1’40” (3) 0’08” (2) 0’04” (1) 4’36” (8)

P4 3’10” 1’00” (1) 0’12” (2) --- 4’18” (8)

V3 5’30” --- --- --- ---

P1 11’07” 8’27” (6) 0’12” (3) 0’12” (3) 3’14” (7)

P2 10’01” 8’11” (3) 0’04” (1) 0’04” (1) 3’49” (7)

P3 1’19” 1’34” (3) 0’12” (3) 0’04” (1) 4’27” (10)

P4 1’42” 0’47” (3) 0’12” (3) --- 4’47” (10)
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generated video contents. Thus, the proposed video reconstruction mechanism is able to arouse 
the subjects’ interests, and can help subjects enjoy the videos;

• In Q6, 24 topics are reported to be not related to detailed videos (P1, P2) and 18 topics are 
reported to be not related to digest videos (P3, P4). Meanwhile, even though some topics are 
related to the original videos, but the added scenes are not appropriate.

As discussed above, this experiment shows that Q1 and Q4 for generated video contents gain 
high ratings. Q2 for generated video contents are rated low. In particular, Q3 for P1, P2, and P3 are 
rated low.

Experiment II: Generation by Adding Videos and Images (Maps)
Figure 9 illustrates the average rating of Q1 ~ Q4 in Experiment II. The results are compared with 
Experiment I and the findings are summarized as follows:

• Q1 for P1 and P4 are rated low because several important scenes are removed as in Experiment I;
• Q2 for P1 ~ P4 are rated low and the average rating of Q2 is lower than that of Experiment I. 

That is because static images such as photos or maps are increased, and subjects strongly felt a 
sense of incongruity when they watch the static images during the video;

• Q3 for detailed videos for experts (P1) are also rated low, but the average rating of Q3 is higher 
than that of Experiment I. The reason is that related contents became more detailed by using 
various types of additional contents;

• Q4 for detailed videos (P1, P2) gain high ratings because most of subjects felt long. The similar 
is to digest videos (P3, P4) because many subjects felt short. Therefore, the authors confirm that 
the viewing time of generated video contents performs as well as in Experiment I;

Figure 8. Experiment I: The results of Q1 ~ Q4 in questionnaire
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• In Q5 for the interested topics written by subjects, 78% of these topics are detected by the proposed 
video reconstruction mechanism. Thus, the proposed video reconstruction mechanism is able to 
arouse the subjects’ interests as in Experiment I;

• In Q6, 12 topics are reported to be not related to detailed videos (P1, P2) and 8 topics are reported 
to be not related to digest videos (P3, P4). Compared with Experiment I, there are fewer topics 
that are reported to be not related to the generated videos.

In summary, this experiment shows that the average ratings of Q1 and Q2 for P1 ~ P4 in 
Experiment II are lower than those of Experiment I. Q3 and Q6 for P1 ~ P4 in Experiment II show 
good results. The results of Q4 and Q5 are the similar between Experiments I and II. In the future, 
it is necessary to consider how to switch scenes smoothly. Furthermore, the authors need to analyze 
the relevance between additional contents and original videos to keep the main story of the original 
video smooth, and check the validity of removed original scenes for generating digest videos.

CoNCLUSIoN AND FUTURE woRK

In this paper, the authors developed a novel automatic video reinforcing system with two functions: 
(1) a media synchronization mechanism, which automatically presents geographic contents 
synchronized with a video based on geographical metadata and semantic structure of the video; (2) 
a video reconstruction mechanism, which automatically generates four kinds of video contents from 
a video by adding other contents and removing original scenes, based on topical metadata and LOD 
controlling under time pressure. In order to extract geographical metadata and topical metadata of 
videos, the authors utilize closed captions of the videos. The system extracts geographical relationships 
of location names appeared in each scene, and measures popularity ratings of scenes by calculating 
the number of search hits of topics appeared in each scene. Finally, the authors conducted (1) a 
user study with the proposed media synchronization mechanism, and (2) two experiments with 
the proposed video reconstruction mechanism. The results of user study showed that the proposed 

Figure 9. Experiment II: The results of Q1 ~ Q4 in questionnaire
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media synchronization mechanism can help viewers effectively grasp geographic information of 
videos from travel programs through simultaneously viewing geographic contents with the videos. 
The experimental results revealed that the proposed video reconstruction mechanism can help users 
enjoy the video contents that suit viewers’ interests.

In the future, the authors plan to improve the methods for presenting geographic contents by 
considering cinematography and film languages, and consider selecting additional contents of other 
types (e.g., voice, web pages, and microblogs). Another future direction is to extend the system by 
user interactions. For example, the system can be extended to allow viewers to decide whether and 
how to show the supplementary information and allow them to control the viewing time.
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